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1. How does one build and run such a simulation? 

2. What sort of science can we do? 

3.  What are the computational costs?
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Generic Simulation Approach
Discretize Medium and Equations of MotionContents
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Cosmological Simulation Approach
Implement Relevant Physics

1. Gravity 
• Drives structure formation 
• Influences all matter on large scales

2. Hydrodynamics 
• Affects flow of gas within and around galaxies 
• Computationally more challenging than gravity

3. “Galaxy Formation Physics” 
• Various processes that shape internal structure of galaxies 
• Star formation, gas cooling, “feedback” onto surrounding gas, etc.



Cosmological Simulation Approach

Use early universe cosmology to 
set initial distribution of matter 

Early universe almost uniform, with 
~10 parts per million fluctuations

Set up initial conditions
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Eulerian MethodsLagrangian MethodsLagrangian Methods Eulerian Methods
(SPH) e.g., GADGET (AMR) e.g., ENZO

Geometrically flexible 

Naturally adaptive resolution 

Galilean invariant 

Instability handling 

Natural shock capturing 

Phase boundary resolution 

Quasi-Lagrangian Finite-Volume
(moving mesh) e.g., AREPO

Springel (2010)

Cosmological Simulation Approach
Hydrodynamical Methods
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Cosmological Simulation Approach
Example of Kelvin-Helmholtz Instability





Are we done? 
What other physics do we need to include?



Science with Simulations
Importance of Feedback on Galaxy Growth

Simulated Sky Real Sky

Star formation is too efficient unless we account 
for physics that can regulate growth of galaxies!
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Core Collaboration Members:
• Mark Vogelsberger (MIT) 
• Paul Torrey (MIT) 
• Shy Genel (Columbia) 
• Debora Sijacki (Cambridge) 
• Volker Springel (HITS) 
• Lars Hernquist (Harvard)

Current Collaboration Status:
• ~30 Active Members 
• ~10 Institutions 
• Wide range of expertise and interests

The Illustris Collaboration
Science with Simulations



Science with Simulations
The Illustris Simulation
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Science with Simulations
Testing Various Physics Models
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Testing Various Physics Models
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Science with Simulations
Testing Various Physics Models

Real SkySimulated Sky (3)



Science with Simulations
Testing Various Physics Models

Real SkySimulated Sky (4)
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Figure 1. Number of hydrodynamical resolution elements of
uniform-box cosmological simulations that are evolved down to
z = 0, as a function of publication date. Di↵erent symbols in-
dicate di↵erent hydrodynamical schemes (SPH, AMR, and mov-
ing mesh). Most simulations use the SPH technique, while only
a handful have employed finite volume schemes. We only show
simulations that use a spatially-adaptive hydrodynamical scheme
(i.e. we exclude fixed-grid simulations), and include at least cool-
ing, star-formation and some form of star-formation feedback.
Only recently have simulations begun to include AGN feedback
as well (red). The solid black line shows an exponential best-fit
to the growth of the number of resolution elements of hydrody-
namical simulations, with a doubling time of 16.2 months. For
comparison, the black dashed line shows the growth of pure N-
body simulations, with a doubling time of 16.5 months (Springel
et al. 2005b).

tion levels and implemented physics. All simulations as-
sume a standard ⇤CDM cosmology with ⌦⇤ = 0.7274,
⌦m = 0.2726, ⌦b = 0.0456, �8 = 0.809, ns = 0.963,
and H0 = 70.4 km s�1 Mpc�1. The largest and most com-
plete calculation in terms of implemented physical processes,
Illustris-1, also referred to simply as the Illustris Simula-
tion, follows 18203 DM particles and approximately 18203

baryonic resolution elements. It includes a comprehensive
set of physics models for galaxy formation. In this simula-
tion, the mass of a DM particle is mDM = 6.26 ⇥ 106 M�
and the typical mass of a baryonic resolution element is
mb = 1.26 ⇥ 106 M�. The gravitational softening for DM
particles is 1.4 kpc constant in comoving units, while for col-
lisionless baryonic particles it is equal to that of the DM at
z > 1 and later on it is fixed to 0.7 kpc, constant in physi-
cal units. For gas, the gravitational softening is tied to the
cell size, with an imposed minimum equal to the value used
for the collisionless baryonic particles. Two lower-resolution
versions of the same simulation, using 2⇥9103 and 2⇥4553

resolution elements, Illustris-2 and Illustris-3 respectively,
are also included in the set, mainly for resolution study pur-
poses. In addition, the same box is simulated with less com-

plete physics implementations, namely as a set of DM-only
runs (Illustris-Dark), and a set of non-radiative (adiabatic)
runs. All hydrodynamical runs also include passive Monte-
Carlo tracer particles that allow the gas flow to be followed
in a Lagrangian way. During the course of each run, 136
snapshots were generated. The 61 snapshots at z > 3 are
spaced with � log(a) ⇡ 0.02, where a is the cosmological
scale factor, and the 75 snapshots at z < 3 are spaced with
�a ⇡ 0.01. Each snapshot was post-processed by extended
and optimized versions of the FOF and SUBFIND algorithms
(Davis et al. 1985; Springel et al. 2001; Dolag et al. 2009),
to identify halos and subhalos and their properties.

The Illustris simulations were evolved with the moving-
mesh code AREPO (Springel 2010), which solves the Eu-
ler equations with Godunov’s scheme on a quasi-Lagrangian
moving Voronoi mesh. We have shown this method to be
advantageous in terms of accuracy compared to the tradi-
tional methods of smoothed particle hydrodynamics (SPH)
and adaptive mesh refinement (AMR) (Vogelsberger et al.
2012; Sijacki et al. 2012; Kereš et al. 2012; Torrey et al.
2012; Genel et al. 2013; Nelson et al. 2013). The full details
of the physical models used in Illustris are described in Vo-
gelsberger et al. (2013), and the Monte-Carlo tracer particle
technique is detailed in Genel et al. (2013).

The physics modeling includes, on top of gravity, hydro-
dynamics, and a uniform ionizing background (Katz et al.
1996; Faucher-Giguère et al. 2009) in an expanding universe,
a set of sub-resolution models for processes that are impor-
tant for galaxy formation. These include radiative cooling
(primordial as well as by heavy elements) with self-shielding
corrections, star-formation in high-density gas, stellar evo-
lution with associated metal enrichment and mass return,
star-formation feedback that uses 1.09⇥ 1051 erg per super-
nova explosion to drive kinetic galactic winds, black hole
seeding, accretion and merging, and finally three distinct
types of AGN feedback: quasar-mode, radio-mode, and a
radiative mode. The 15 or so free parameters of the mod-
els, associated mostly with the various feedback processes,
all have a physical meaning, and can be assigned numerical
values based on underlying principles, but given our igno-
rance and uncertainties regarding the complicated physics
of, e.g. star-formation and black-hole accretion, there is free-
dom in their exact values. In practice, a subset of them was
tuned to their particular values based on test simulations (of
a much smaller volume, 35.5Mpc on a side), which we only
compared against less than a handful of basic observations,
in particular the history of cosmic star-formation rate (SFR)
density and the z = 0 stellar mass function, ensuring that
they were roughly reproduced. Full details on the physics
models and the choice of parameters appear in Vogelsberger
et al. (2013).

3 SIMULATION VOLUME AND COSMIC
VARIANCE

The finite computational resources available for any simula-
tion impose limits on the mass, spatial, and temporal scales
that can be simulated and resolved. For periodic-box (non-
‘zoom-in’) cosmological simulations, the main compromises
that can be made to render the calculation tractable are the
cosmic time that is followed and the number of resolution
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runs. All hydrodynamical runs also include passive Monte-
Carlo tracer particles that allow the gas flow to be followed
in a Lagrangian way. During the course of each run, 136
snapshots were generated. The 61 snapshots at z > 3 are
spaced with � log(a) ⇡ 0.02, where a is the cosmological
scale factor, and the 75 snapshots at z < 3 are spaced with
�a ⇡ 0.01. Each snapshot was post-processed by extended
and optimized versions of the FOF and SUBFIND algorithms
(Davis et al. 1985; Springel et al. 2001; Dolag et al. 2009),
to identify halos and subhalos and their properties.

The Illustris simulations were evolved with the moving-
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star-formation feedback that uses 1.09⇥ 1051 erg per super-
nova explosion to drive kinetic galactic winds, black hole
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els, associated mostly with the various feedback processes,
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of, e.g. star-formation and black-hole accretion, there is free-
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z = 0, as a function of publication date. Di↵erent symbols in-
dicate di↵erent hydrodynamical schemes (SPH, AMR, and mov-
ing mesh). Most simulations use the SPH technique, while only
a handful have employed finite volume schemes. We only show
simulations that use a spatially-adaptive hydrodynamical scheme
(i.e. we exclude fixed-grid simulations), and include at least cool-
ing, star-formation and some form of star-formation feedback.
Only recently have simulations begun to include AGN feedback
as well (red). The solid black line shows an exponential best-fit
to the growth of the number of resolution elements of hydrody-
namical simulations, with a doubling time of 16.2 months. For
comparison, the black dashed line shows the growth of pure N-
body simulations, with a doubling time of 16.5 months (Springel
et al. 2005b).
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are also included in the set, mainly for resolution study pur-
poses. In addition, the same box is simulated with less com-

plete physics implementations, namely as a set of DM-only
runs (Illustris-Dark), and a set of non-radiative (adiabatic)
runs. All hydrodynamical runs also include passive Monte-
Carlo tracer particles that allow the gas flow to be followed
in a Lagrangian way. During the course of each run, 136
snapshots were generated. The 61 snapshots at z > 3 are
spaced with � log(a) ⇡ 0.02, where a is the cosmological
scale factor, and the 75 snapshots at z < 3 are spaced with
�a ⇡ 0.01. Each snapshot was post-processed by extended
and optimized versions of the FOF and SUBFIND algorithms
(Davis et al. 1985; Springel et al. 2001; Dolag et al. 2009),
to identify halos and subhalos and their properties.

The Illustris simulations were evolved with the moving-
mesh code AREPO (Springel 2010), which solves the Eu-
ler equations with Godunov’s scheme on a quasi-Lagrangian
moving Voronoi mesh. We have shown this method to be
advantageous in terms of accuracy compared to the tradi-
tional methods of smoothed particle hydrodynamics (SPH)
and adaptive mesh refinement (AMR) (Vogelsberger et al.
2012; Sijacki et al. 2012; Kereš et al. 2012; Torrey et al.
2012; Genel et al. 2013; Nelson et al. 2013). The full details
of the physical models used in Illustris are described in Vo-
gelsberger et al. (2013), and the Monte-Carlo tracer particle
technique is detailed in Genel et al. (2013).

The physics modeling includes, on top of gravity, hydro-
dynamics, and a uniform ionizing background (Katz et al.
1996; Faucher-Giguère et al. 2009) in an expanding universe,
a set of sub-resolution models for processes that are impor-
tant for galaxy formation. These include radiative cooling
(primordial as well as by heavy elements) with self-shielding
corrections, star-formation in high-density gas, stellar evo-
lution with associated metal enrichment and mass return,
star-formation feedback that uses 1.09⇥ 1051 erg per super-
nova explosion to drive kinetic galactic winds, black hole
seeding, accretion and merging, and finally three distinct
types of AGN feedback: quasar-mode, radio-mode, and a
radiative mode. The 15 or so free parameters of the mod-
els, associated mostly with the various feedback processes,
all have a physical meaning, and can be assigned numerical
values based on underlying principles, but given our igno-
rance and uncertainties regarding the complicated physics
of, e.g. star-formation and black-hole accretion, there is free-
dom in their exact values. In practice, a subset of them was
tuned to their particular values based on test simulations (of
a much smaller volume, 35.5Mpc on a side), which we only
compared against less than a handful of basic observations,
in particular the history of cosmic star-formation rate (SFR)
density and the z = 0 stellar mass function, ensuring that
they were roughly reproduced. Full details on the physics
models and the choice of parameters appear in Vogelsberger
et al. (2013).
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VARIANCE

The finite computational resources available for any simula-
tion impose limits on the mass, spatial, and temporal scales
that can be simulated and resolved. For periodic-box (non-
‘zoom-in’) cosmological simulations, the main compromises
that can be made to render the calculation tractable are the
cosmic time that is followed and the number of resolution
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Moore’s Law:  The Ugly

This trajectory implies power consumption of: 
• 10 MW consumption now 
• 100 MW by 2020 
• 1 GW by 2026 

In relative terms: 
• 700 MW is roughly output of a nuclear power plant

Computing Trends and Projections



Better metrics of computing 
efficiency? 

How to handle complexity of 
heterogeneous architectures (e.g. 
CPUs + GPUs)? 

Complexity of hybrid parallelism 
(e.g. MPI + threading)?

Computing Trends and Projections
Moore’s Law:  A More Realistic Future



Summary
• Galaxy formation is complicated! 

• Need to account for gravity, hydrodynamics, and 
small-scale physics within galaxies 

• Can use simulations to “test out” various physics 
models, see what processes drive galaxy formation 

• HPC advances are needed in the future to enable 
larger simulations, easier parallelization


